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Abstract. We study not necessarily differentiable functionals of the form

J(u) =
1

p

∫
Ω
|∇u|pdx+

1

p

∫
Ω
|u|pdx+

∫
Ω
j1(x, u)dx+

∫
∂Ω

j2(x, γu)dσ

with 1 < p < ∞ involving locally Lipschitz functions j1 : Ω × R → R as well

as j2 : ∂Ω×R→ R. We prove that local C1(Ω)-minimizers of J must be local

W 1,p(Ω)-minimizers of J .

1. Introduction

We consider the functional J : W 1,p(Ω)→ R defined by

J(u) =
1

p

∫
Ω

|∇u|pdx+
1

p

∫
Ω

|u|pdx+

∫
Ω

j1(x, u)dx+

∫
∂Ω

j2(x, γu)dσ

with 1 < p < ∞. The domain Ω ⊂ RN is supposed to be bounded with Lipschitz
boundary ∂Ω and the nonlinearities j1 : Ω × R → R as well as j2 : ∂Ω × R → R
are measurable in the first argument and locally Lipschitz in the second one. By
γ : W 1,p(Ω) → Lq1(∂Ω) for 1 < q1 < p∗ (p∗ = (N − 1)p/(N − p) if p < N and
p∗ = +∞ if p ≥ N), we denote the trace operator which is known to be linear,
bounded and even compact. Note that J : W 1,p(Ω) → R does not have to be
differentiable and that it corresponds to the following elliptic inclusion

−∆pu+ |u|p−2u+ ∂j1(x, u) 3 0 in Ω,

∂u

∂ν
+ ∂j2(x, γu) 3 0 on ∂Ω,

where −∆pu = −div(|∇u|p−2∇u), 1 < p < ∞, is the negative p-Laplacian. The

symbol ∂u∂ν denotes the outward pointing conormal derivative associated with −∆p

and ∂jk(x, u), k = 1, 2, stands for Clarke’s generalized gradient given by

∂jk(x, s) = {ξ ∈ R : jo
k(x, s; r) ≥ ξr, ∀r ∈ R}.

The term jo
k(x, s; r) denotes the generalized directional derivative of the locally

Lipschitz function s 7→ jk(x, s) at s in the direction r defined by

jo
k(x, s; r) = lim sup

y→s,t↓0

jk(x, y + tr)− jk(x, y)

t
,

(cf. [6, Chapter 2]). It is clear that jo
k(x, s; r) ∈ R because jk(x, ·) is locally

Lipschitz.

2010 Mathematics Subject Classification. 34A60, 35R70, 49J52, 49J53.
Key words and phrases. Clarke’s generalized gradient, Local minimizers, Nonsmooth function-

als, p-Laplacian.

1



2 PATRICK WINKERT

The main goal of this paper is the comparison of local C1(Ω) and local W 1,p(Ω)-
minimizers. That means that if u0 ∈ W 1,p(Ω) is a local C1(Ω)-minimizer of J ,
then u0 is also a local W 1,p(Ω)-minimizer of J . This result is stated in our main
Theorem 3.1.
Such a result was first proven for functionals corresponding to elliptic equations
with Dirichlet boundary values by Brezis and Nirenberg in [3] if p = 2. They
consider potentials of the form

Φ(u) =

∫
Ω

1

2
|∇u|2 −

∫
Ω

F (x, u),

where F (x, u) =
∫ u

0
f(x, s)ds with some Carathéodory function f : Ω×R→ R. An

extension to the more general case 1 < p <∞ can be found in the paper of Garćıa
Azorero et al. in [7]. We also refer the reader to [8] if p > 2. As regards nonsmooth

functionals defined on W 1,p
0 (Ω) with 2 ≤ p < ∞, we point to the paper [14]. A

very inspiring paper about local minimizers of potentials associated with nonlinear
parametric Neumann problems was published by Motreanu et al. in [13]. Therein,
the authors study the functional

φ0(x) =
1

p
‖Dx‖pp −

∫
Z

F0(z, x(z))dz, ∀x ∈W 1,p
n (Ω)

with

W 1,p
n (Ω) =

{
y ∈W 1,p(Ω) :

∂x

∂n
= 0

}
,

where ∂x
∂n is the outer normal derivative of u and F0(z, x) =

∫ x
0
f0(z, s)ds, as well

as 1 < p <∞. A similar result corresponding to nonsmooth functionals defined on
W 1,p
n (Ω) for the case 2 ≤ p <∞ was proved in [2]. We also refer the reader to the

paper in [10] for 1 < p <∞.
A recent paper about the relationship between local C1(Ω)-minimizers and local
W 1,p(Ω)-minimizers of C1-functionals has been treated by the author in [15]. The
idea of the present paper was the generalization to the more general case of non-
smooth functionals defined on W 1,p(Ω) with 1 < p < ∞ involving boundary inte-
grals which in general do not vanish.

2. Hypotheses

We suppose the following conditions on the nonsmooth potentials j1 : Ω×R→ R
and j2 : ∂Ω× R→ R.

(H1) (i) x 7→ j1(x, s) is measurable in Ω for all s ∈ R.
(ii) s 7→ j1(x, s) is locally Lipschitz in R for almost all x ∈ Ω.

(iii) There exists a constant c1 > 0 such that for almost all x ∈ Ω and for
all ξ1 ∈ ∂j1(x, s) it holds that

|ξ1| ≤ c1(1 + |s|q0−1)

with 1 < q0 < p∗, where p∗ is the Sobolev critical exponent

p∗ =


Np

N − p
if p < N,

+∞ if p ≥ N.

(H2) (i) x 7→ j2(x, s) is measurable in ∂Ω for all s ∈ R.
(ii) s 7→ j2(x, s) is locally Lipschitz in R for almost all x ∈ ∂Ω.
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(iii) There exists a constant c2 > 0 such that for almost all x ∈ ∂Ω and for
all ξ2 ∈ ∂j2(x, s) it holds that

|ξ2| ≤ c2(1 + |s|q1−1)

with 1 < q1 < p∗, where p∗ is given by

p∗ =


(N − 1)p

N − p
if p < N,

+∞ if p ≥ N.

(iv) Let u ∈W 1,p(Ω). Then every ξ3 ∈ ∂j2(x, u) satisfies the condition

|ξ3(x1)− ξ3(x2)| ≤ L|x1 − x2|α,

for all x1, x2 in ∂Ω with α ∈ (0, 1].

Remark 2.1. Note that the conditions above imply that the functional J : W 1,p(Ω)→
R is locally Lipschitz (see [4] or [9, p. 313]). That guarantees, in particular, that
Clarke’s generalized gradient s 7→ ∂J(s) exists.

3. C1(Ω) versus W 1,p(Ω)

Our main result is the following.

Theorem 3.1. Let the conditions (H1) and (H2) be satisfied. If u0 ∈ W 1,p(Ω) is
a local C1(Ω)-minimizer of J , that is, there exists r1 > 0 such that

J(u0) ≤ J(u0 + h) for all h ∈ C1(Ω) with ‖h‖C1(Ω) ≤ r1,

then u0 is a local minimizer of J in W 1,p(Ω), that is, there exists r2 > 0 such that

J(u0) ≤ J(u0 + h) for all h ∈W 1,p(Ω) with ‖h‖W 1,p(Ω) ≤ r2.

Proof. Let h ∈ C1(Ω) and let β > 0 small. Then we have

0 ≤ J(u0 + βh)− J(u0)

β
,

which means that

0 ≤ Jo(u0;h) for all h ∈ C1(Ω).

The continuity of Jo(u0; ·) on W 1,p(Ω) and the density of C1(Ω) in W 1,p(Ω) imply

0 ≤ Jo(u0;h) for all h ∈W 1,p(Ω).

Hence, we get

0 ∈ ∂J(u0).

The inclusion above implies the existence of h1 ∈ Lq
′
0(Ω) with h1(x) ∈ ∂j1(x, u0(x))

and h2 ∈ Lq
′
1(∂Ω) with h2(x) ∈ ∂j2(x, γ(u0(x))) satisfying 1/q0 + 1/q′0 = 1 as well

as 1/q1 + 1/q′1 = 1 such that∫
Ω

|∇u0|p−2∇u0∇ϕdx+

∫
Ω

|u0|p−2u0ϕdx

+

∫
Ω

h1ϕdx+

∫
∂Ω

h2γϕdσ = 0, ∀ϕ ∈W 1,p(Ω).

(3.1)
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Note that equation (3.1) is the weak formulation of the Neumann boundary value
problem

−∆pu0 = −h1 − |u0|p−2u0 in Ω,

∂u0

∂ν
= −h2 on ∂Ω,

where ∂u0

∂ν means the outward pointing conormal and −∆p is the negative p-
Laplacian. The regularity results in [16, Theorem 4.1 and Remark 2.2] along with
[12, Theorem 2] ensure the existence of α ∈ (0, 1) and M > 0 such that

u0 ∈ C1,α(Ω) and ‖u0‖C1,α(Ω) ≤M. (3.2)

In order to prove the theorem, we argue indirectly and suppose that the theorem
is not valid. Hence, for any ε > 0 there exists yε ∈ Bε(u0) such that

J(yε) = min
{
J(y) : y ∈ Bε(u0)

}
< J(u0), (3.3)

where Bε(u0) = {y ∈W 1,p(Ω) : ‖y − u0‖W 1,p(Ω) < ε}. More precisely, yε solves{
min J(y)

y ∈ Bε(u0), Fε(y) := 1
p

(
‖y − u0‖pW 1,p(Ω) − ε

p
)
≤ 0.

The usage of the nonsmooth multiplier rule of Clarke in [5, Theorem 1 and Propo-
sition 13] yields the existence of a multiplier λε ≥ 0 such that

0 ∈ ∂J(yε) + λεF
′
ε(yε).

This means that we find g1 ∈ Lq
′
0(Ω) with g1(x) ∈ ∂j1(x, yε(x)) as well as g2 ∈

Lq
′
1(∂Ω) with g2(x) ∈ ∂j2(x, γ(yε(x))) to obtain∫

Ω

|∇yε|p−2∇yε∇ϕdx+

∫
Ω

|yε|p−2yεϕdx+

∫
Ω

g1ϕdx

+

∫
∂Ω

g2γϕdσ + λε

∫
Ω

|∇(yε − u0)|p−2∇(yε − u0)∇ϕdx

+ λε

∫
Ω

|yε − u0|p−2(yε − u0)ϕdx = 0,

(3.4)

for all ϕ ∈ W 1,p(Ω). Next, we have to show that yε belongs to L∞(Ω) and hence
to C1,α(Ω).
Case 1: λε = 0 with ε ∈ (0, 1].
From (3.4) we see that yε solves the Neumann boundary value problem

−∆pyε = −g1 − |yε|p−2yε in Ω,

∂yε
∂ν

= −g2 on ∂Ω,

As before, the regularity results in [16] and [12] yield (3.2) for yε.
Case 2: 0 < λε ≤ 1 with ε ∈ (0, 1].
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Multiplying (3.1) with λε and adding (3.4) yields∫
Ω

|∇yε|p−2∇yε∇ϕdx+ λε

∫
Ω

|∇u0|p−2∇u0∇ϕdx

+ λε

∫
Ω

|∇(yε − u0)|p−2∇(yε − u0)∇ϕdx

= −
∫

Ω

(λεh1 + g1 + λε|u0|p−2u0)ϕdx

−
∫

Ω

(λε|yε − u0|p−2(yε − u0) + |yε|p−2yε)ϕdx

−
∫
∂Ω

(λεh2 + g2)γϕdσ.

(3.5)

With (3.5) in mind, we introduce the operator Tε : Ω× RN → RN given by

Tε(x, ξ) = |ξ|p−2ξ + λε|H|p−2H + λε|ξ −H|p−2(ξ −H),

where H(x) = ∇u0(x) and H ∈ (Cα(Ω))N for some α ∈ (0, 1]. It is clear that
Tε(x, ξ) ∈ C(Ω× RN ,RN ). For x ∈ Ω we have

(Tε(x, ξ), ξ)RN

= |ξ|p + λε(|ξ −H|p−2(ξ −H)− | −H|p−2(−H), ξ −H − (−H))RN

≥ |ξ|p for all ξ ∈ RN ,
(3.6)

where (·, ·)RN is the inner product in RN . The estimate (3.6) shows that Tε satisfies
a strong ellipticity condition. Hence, the equation in (3.5) is the weak formulation
of the elliptic Neumann boundary value problem

− div Tε(x,∇yε)
= −(λεh1 + g1 + λε(|u0|p−2u0 + |yε − u0|p−2(yε − u0)) + |yε|p−2yε) in Ω,

∂vε
∂ν

= −(λεh2 + g2) on ∂Ω.

Using again the regularity results in [16] in combination with (3.6) and the growth
conditions (H1)(iii) as well as (H2)(iii) proves yε ∈ L∞(Ω). Note that

|DξTε(x, ξ)| ≤ b1 + b2|ξ|p−2, (3.7)

where b1, b2 are some positive constants. We also obtain

(DξTε(x, ξ)y, y)RN

= |ξ|p−2|y|2 + (p− 2)|ξ|p−4(ξ, y)2
RN

+ λε|ξ −H|p−2|y|2 + λε(p− 2)|ξ −H|p−4(ξ −H, y)2
RN

≥

{
|ξ|p−2|y|2 if p ≥ 2

(p− 1)|ξ|p−2|y|2 if 1 < p < 2

≥ min{1, p− 1}|ξ|p−2|y|2.

(3.8)

Because of (3.7) and (3.8), the assumptions of Lieberman in [12] are satisfied and
thus, Theorem 2 in [12] ensures the existence of α ∈ (0, 1) and M > 0, both
independent of ε ∈ (0, 1], such that

yε ∈ C1,α(Ω) and ‖yε‖C1,α(Ω) ≤M, for all ε ∈ (0, 1]. (3.9)
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Case 3: λε > 1 with ε ∈ (0, 1].
Multiplying (3.1) with −1, setting vε = yε − u0 in (3.4) and adding these new
equations yields∫

Ω

|∇(u0 + vε)|p−2∇(u0 + vε)∇ϕdx−
∫

Ω

|∇u0|p−2∇u0∇ϕdx

+ λε

∫
Ω

|∇vε|p−2∇vε∇ϕdx

=

∫
Ω

(|u0|p−2u0 − |vε + u0|p−2(vε + u0)− λε|vε|p−2vε)ϕdx

+

∫
Ω

(h1 − g1)ϕdx+

∫
∂Ω

(h2 − g2)γϕσ.

(3.10)

Defining again

Tε(x, ξ) =
1

λε
(|H + ξ|p−2(H + ξ)− |H|p−2H) + |ξ|p−2ξ

and rewriting (3.10) yields the equation

− div Tε(x,∇vε)

=
1

λε
(|u0|p−2u0 − |vε + u0|p−2(vε + u0)− λε|vε|p−2vε + h1 − g1) in Ω,

∂vε
∂ν

=
1

λε
(h2 − g2) on ∂Ω.

As above, we have the following estimates:

(Tε(x, ξ), ξ)RN ≥ |ξ|p for all ξ ∈ RN , (3.11)

|DξTε(x, ξ)| ≤ a1 + a2|ξ|p−2, (3.12)

(DξTε(x, ξ)y, y)RN ≥ min{1, p− 1}|ξ|p−2|y|2, (3.13)

with some positive constants a1, a2. Due to (3.11) along with [16], we obtain
vε ∈ L∞(Ω). The statements (3.12) as well as (3.13) allow us to apply again
the regularity results of Lieberman which implies the existence of α ∈ (0, 1) and
M > 0, both independent of ε ∈ (0, 1], such that (3.9) holds for vε. Because of
yε = vε + u0 and (3.2), we obtain (3.9) in the case λε > 1. Summarizing, we have
proved that yε ∈ L∞(Ω) and yε ∈ C1,α(Ω) for all ε ∈ (0, 1] with α ∈ (0, 1).
Let ε ↓ 0. We know that the embedding C1,α(Ω) ↪→ C1(Ω) is compact (cf. [11, p.
38] or [1, p. 11]). Hence, we find a subsequence yεn of yε such that yεn → ỹ in
C1(Ω). By construction we have yεn → u0 in W 1,p(Ω) which yields ỹ = u0. So, for
n sufficiently large, say n ≥ n0, we have

‖yεn − u0‖C1(Ω) ≤ r1,

which provides

J(u0) ≤ J(yεn). (3.14)

However, the choice of the sequence (yεn) implies

J(yεn) < J(u0), ∀n ≥ n0

(see (3.3)) which is a contradiction to (3.14). This completes the proof of the
theorem. �
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